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Abstract—Several works have used machine learning tech-
niques for network-based intrusion detection over the past few
years. While proposed schemes have been able to provide high
detection accuracies, they do not adequately handle the changes
in network traffic behavior as time passes. Researchers often
assume that model updates can be performed periodically as
needed, although this is not easily feasible in real-world scenarios.
This paper proposes a new intrusion detection model based
on a reinforcement learning approach that aims to support
extended periods without model updates. The proposal is divided
into two strategies. First, it applies machine learning scheme
as a reinforcement learning task to long-term learning - main-
taining high reliability and high classification accuracies over
time. Second, model updates are performed using a transfer
learning technique coped with a sliding window mechanism that
significantly decreases the need for computational resources and
human intervention. Experiments performed using a new dataset
spanning 8TB of data and four years of real network traffic
indicate that current approaches in the literature cannot handle
the evolving behavior of network traffic. Nevertheless, the pro-
posed technique without periodic model updates achieves similar
accuracy rates to traditional detection schemes implemented with
semestral updates. In the case of performing periodic updates on
our proposed model, it decreases the false positives up to 8%,
false negatives up to 34%, with an accuracy variation up to
only 6%, while demanding only seven days of training data and
almost five times fewer computational resources when compared
to traditional approaches.

Index Terms—Intrusion Detection, Reinforcement Learning,
Network Traffic, Machine Learning.

I. INTRODUCTION

HE number of cyberattacks has increased significantly,

currently accounting for almost a fifth of worldwide
network traffic [1]. According to a recent security report, the
number of network-based attacks in the first quarter of 2022
increased 4.5 times compared to the same period in the previ-
ous year [2]. Network administrators must access security so-
lutions that can reliably detect this growing number of network
attacks. Intrusion detection systems (IDS) are widely deployed
to monitor and identify network attacks, classify malicious
activities, and neutralize them in a given environment [3].
Solutions from the literature often rely upon two main ap-
proaches to accomplish this intrusion detection task [4]. On
one hand, misuse-based approaches aggregate well-known
attack patterns and signatures for identifying them in the

passing network traffic. However, they only detect previously
known signatures [5], leaving systems unprotected against
zero-day attacks, for instance. On the other hand, Behavior-
based approaches analyze the players’ conduct within a given
network environment to signal misconducts, for instance, by
applying a machine learning (ML) model. Solutions adopting
this approach usually can detect new intrusions, but only if
they behave likewise those previously known attacks used to
build the behavioral model [6], [7].

The ever-increasing number of newly identified attacks
has motivated the proposal of several works (e.g., [3], [8],
[9]) for behavior-based intrusion detection, usually making
use of ML through pattern recognition techniques. These
solutions usually build their ML model based on massive
datasets containing billions of events that must dependably
represent the expected behavior of the respective production
environments [6]. Although the extracted ML model can signal
events associated with previously unknown attacks, using these
massive datasets implies in computationally-expensive training
phases and several challenges related to the labeling of such
events [10].

The behavior of network environments can vary consider-
ably over time due to the exploitation of new attacks, and
the emergence of new services, among other reasons [6],
[7]. This non-stationary nature of network production envi-
ronments quickly renders the ML model outdated, requiring
systems administrators to perform frequent and expensive
model updates [6]. The rationale for this requirement is that
an outdated ML model cannot maintain the accuracy rates
obtained during the testing phase, becoming unreliable and
putting production environments at risk [7]. In practice, the
IDS alerts will escalate and become primarily false positives,
motivating administrators to disregard them while an updated
ML model is not yet available. In the literature, authors
often assume periodic model updates will be performed, but
they either consider it an orthogonal problem or overlook the
challenges posed by model retraining task [11]. Model updates
for pattern recognition demand the collection of up-to-date
events, expert assistance for event labeling, and the mentioned
computationally-expensive model retraining [3].

All procedures mentioned above can take weeks or even
months of expert assistance—which may be unavailable in
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some organizations or entail high costs to them [12]. There-
fore, providing an ML model that can reliably withstand long
periods is a must, as model updates are neither easy nor cheap.

Traditional pattern recognition and classification approaches
usually are not designed to last long-term [7]. Previous work in
general seeks higher classification accuracies, with significant
tradeoffs on the model’s generalizability, resulting in severe
decreases in its detection performance [6]. Unfortunately, ML
intrusion detection techniques in the literature still neglect to
evaluate the reliability of their ML model as time goes [13].

An outdated ML model must be updated as soon as pos-
sible. However, identifying expired models is a challenging
task [11] as the network administrator must manually evaluate
whether the current model’s accuracy still meets the accuracy
measured at the test phase. In general, proposed approaches for
such tasks rely upon supervised settings (e.g., drift detection
mechanisms) that assume the proper event label is always
available [14]. The problem is that, contrary to the test phase,
the label of events is not previously known in production.
Current approaches either neglect when the current ML model
will become outdated, or the impact of their model’s lifespan,
presuming that periodic model updates are performed without
considering their costs [6].

Ideally, model updates should demand the lowest computa-
tional resources as well as the minimum amount of data due
to the high costs associated with the event labeling task [6].
In contrast, traditional pattern recognition solutions discard
their active model and build new ones based on the newly
obtained training data at each model update procedure. The
execution of such a task demands significant amounts of data
to reliably extract the new ML model while also consuming
excessive processing resources. The training data size must
be as big as the original (despite prior knowledge from the
outdated discarded model) [3]. As a result, ML-based intrusion
detection schemes remains mostly as a research topic, as they
are rarely used in production due to network traffic’s evolving
behavior and the challenges it incurs to deployed ML-based
techniques.

This paper proposes a new intrusion detection model based
on reinforcement learning (RL) that aims to extend the model’s
longness to increase its lifespan, reduce the accuracy varia-
tion as time passes, and facilitate model updates. The first
goal is achieved by exploring the insight that a long-lasting
model can be reached if the model training pursues high
accuracy and correctness. Our proposal measures the model
correctness according to the classification confidence distance
to the proper event label. The main assumption is that the
classifier classification confidence can be used to attest to
the correctness of the performed classification. We thus build
our first objective, with the obtained model aiming for higher
classification correctness across all classified events rather
than improving it only on a subset of those in the training
phase. Our second goal is reached because the model will be
more accurate and also more reliable, decreasing its accuracy
variation over time. The third goal is achieved by performing
model updates considering a sliding time window to decrease
the number of labeled data that must be provided when the
active model becomes outdated. Notwithstanding our proposed

model update procedure leverages prior knowledge from the
outdated model making use of its parameters (weights), i.e.,
instead of discarding it entirely, we follow a transfer learning-
based approach that decreases the computational resources
needed for such a task. The proposed scheme can significantly
extend the model longness and reduce the computational
resources and the human expert intervention needed to perform
model updates when the active model becomes less effective.

More specifically, the main contributions of this paper are
threefold:

e A new publicly available intrusion dataset composed
of four years of real, valid, and labeled network traf-
fic provided on a daily basis. The dataset is the first
of its kind and encompasses more than 8TB of data,
composed of more than seven billion of network flows.
The dataset enables researchers to evaluate proposed ML-
based intrusion detection schemes on how changes in the
network traffic behavior over time affect the classification
accuracy and how model updates can be conducted to
address such a challenge;

o An evaluation of the classification accuracy, variation,
and longness of widely-used ML-based techniques for
intrusion detection. Our experiments indicate that current
ML-based approaches in the literature cannot cope with
changes in the network traffic behavior over time, increas-
ing their error rate by up to 38% only a year after the
training period while significantly varying their accuracy
as time passes. Notwithstanding, we show that periodic
model updates can be used to provide reliability in
intrusion detection. However, it must be conducted based
on the newly occurring network traffic characteristics, de-
manding a higher frequency of model updates as soon as
a higher attack frequency is evidenced. The experiments
show that current ML-based approaches demand frequent
and computational expensive model updates that make
them hardly feasible for production deployments;

o A new reinforcement learning model for intrusion detec-
tion that significantly improves classification reliability
over time. The proposed scheme aims to build and update
the ML model through a fine-tuning procedure that aims
for higher model confidence values rather than only
improving their obtained accuracies as time passes. As
a result, the proposed model can improve the model
lifespan by up to two years when no model updates
are performed. If done so, it can leverage the outdated
ML model, demanding only 21% of computational costs
while improving the false-negative rates by up to 34%
and decreasing the accuracy variation to only 6%.

The remainder of this paper is organized as follows. Sec-
tion II contextualize machine and reinforcement learning tech-
niques for intrusion detection. Section III reviews the related
works. Section IV introduces our novel dataset and presents
an evaluation of how widely-used ML algorithms for intrusion
detection perform on it over time. Section V describes our
proposed reinforcement learning model for intrusion detection,
while Section VI evaluates it. Section VII presents the final
remarks to conclude this paper.
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II. BACKGROUND AND CONTEXT
A. Machine Learning for Intrusion Detection

Generally, the approaches from prior work perform intru-
sion detection through four sequential modules, namely Data
Acquisition, Feature Extraction, Classification, and Alert. The
Data Acquisition module is responsible for monitoring the
environment to collect events (e.g., the network packets from
a network interface card). The collected data are forwarded to
the Feature Extraction module, which extracts a set of event
behavioral features. Generally, the network’s data behavior is
analyzed based on its flow — communication history.

Table I shows an example of network flows usage for
the feature values computation in intrusion detection [10].
In this case, a set of thirteen features is extracted according
to the communication history (e.g., a fifteen-second interval)
between hosts, host vs. host, and service vs. service. The
resulting feature vector is the collected features organized
through the three groups of features (left column of the
table), yielding a total of thirty-nine features for each network
flow. The extracted set of features composes a feature vector
used as input to the Classification module, which classifies
it as normal or attack. Several approaches can be used to
perform the classification task, in which ML through pattern
recognition techniques is typically used [3]. Finally, if a given
event is classified as an attack, the Alert module properly
reports it to the network administrator.

Machine learning techniques have been successfully applied
in several domains, including fraud detection [15], medical di-
agnosis [16], and optical character recognition [17]. However,
despite the promising results reported by prior works, ML-
based intrusion detection techniques are rarely deployed in
production environments [6]. Networked environments pose
more hurdles when compared to domains where ML has
succeeded. The behavior in network environments can vary
considerably over time due to the exploitation of new attacks,
the emergence of new services or even changes in the com-
munication link [6], [7], [12].

Building a reliable ML model in network-based intrusion
detection is challenging and often overlooked task. Training
datasets must encompass events for as many expected be-
haviors of production environments as possible, which is not
always feasible due to networked environments’ highly vari-
able nature. The ML-based classification model must properly
generalize the behavior experienced in the training phase [3],
which is often achieved only through losses in classification
accuracy.

The literature often neglects or omits the performance of
their solutions in production environments, highlighting only
high accuracies obtained in the test phase — at the cost of
decreasing the model generalization. Additionally, even if a
ML model with high generalization capabilities is built, it
will become unreliable as time goes on [6] since the training
dataset assumes a static environment that is highly variable
in reality. Therefore, the ML model must be generalizable
and updated as soon as it decreases its expected classification
rates. Despite the lack of adoption in production environments,
current literature approaches still neglect network traffic’s

TABLE I: Features set extracted at the network level for each
feature grouping in a time window interval of 15s.

Grouping
Features Collected Features
Number of Packets
Number of Bytes
Average Packet Size
Percentage of Packets (PSH Flag)
Percentage of Packets (SYN and FIN Flags)
Percentage of Packets (FIN Flag)
Percentage of Packets (SYN Flag)
Percentage of Packets (ACK Flag)
Percentage of Packets (RST Flag)
Percentage of Packets (ICMP Redirect Flag)
Percentage of Packets ICMP Time Exceeded Flag)
Percentage of Packets (ICMP Unreachable Flag)
Percentage of Packets ICMP Other Types Flag)

Src. IP Addresses,
Src. IP and Dst. IP Addresses,

Src. and Dst. Service Ports

highly variable nature. At the same time, they also assume
that periodic model updates can be easily performed, while
the challenges involved in such a process remain mostly
overlooked [6], [7], [13].

B. Reinforcement Learning

In contrast to traditional ML techniques, reinforcement
learning (RL) aims to find an optimal learning policy strategy
during the model-building phase [18]. RL-based techniques
are performed through an entity called the agent. The agent
performs its action on a given environment through perception
and action mechanisms. The former is used by the agent to
collect the environment current state, while the action enable
the agent to act in the given environment.

Usually, an RL-based approach is executed iteratively over
the given environment at the training phase. At each iteration,
the agent receives as input the current environment state as
measured through the feature vector. One can be noticed that
the agent acts through an action over the environment, as
defined by its policy (e.g., applying an ML model over the
environment state), which changes its state and generates a
new reward as output. Therefore, the training procedure goal is
to find an agent that performs actions that increase its obtained
rewards over time.

Traditional ML relies upon an input and output pair, where
an ML model receives a given event feature vector as input
and outputs its estimated class value. RL-based approaches are
significantly different from traditional ML-based ones [18].
RL-based techniques are not given the event class value [3].
Instead, after an action is performed, the agent only receives
the reward for its action and the subsequent environment state.
The agent learns the optimal decision threshold in the long
term, given that it optimizes its rewards over time.

Noticeably, intrusion detection through RL techniques is
still being devoloped [8], but they are very promising. Authors
from literature solutions generally pursue higher classification
accuracy by modeling the intrusion detection field as an RL-
based environment.
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III. RELATED WORK

A. Machine Learning for Intrusion Detection

Machine learning reached a strong relation with the intru-
sion detection domain since both communities benefit from
optimizing ML algorithms in many dimensions (e.g., maxi-
mizing accuracy, minimizing false alarms) while addressing
real-world problems. Despite the immediate primary goal of
many proposals being to provide the highest accuracy possible
in attack detection (e.g., [19]-[21]), other objectives arose
since these attacks (and the network traffic) evolved. Some
prominent examples of additional objectives addressed by
related works include speeding up model updates with feature
selection (e.g., [22], [23]), reducing the dependence on humans
to label new events (e.g., [24]), avoiding discarding the whole
previously employed (even outdated) models (e.g., [25]),
among others.

Mauro et al. [26] evaluated several deep learning techniques
on a variety of publicly available intrusion datasets, showing
that the selected approaches’ accuracy does not significantly
vary, regardless of the selected deep learning architecture. Un-
fortunately, the authors did not evaluate how the network traffic
behavior changes affect the classification accuracy. Intrusion
detection techniques aiming at higher detection accuracies are
a widely addressed challenge in the literature. Upadhyay et
al. [27] proposed a feature selection technique to increase
the accuracy of ML-based intrusion detection in a single
dataset. The author proposed scheme selected the most suited
features to proactively increase accuracy. The authors have
neglected the proposal’s generalization capacity and the impact
of network traffic behavior changes over time.

Some related works (e.g., [28]) mention that adopting an
ensemble of classifiers may be able to increase the chances
of always employing the most accurate of their models for
detection. In such a context, Das et al. [29] evaluates the
classification accuracy of several ensemble ML techniques
in publicly available intrusion datasets, showing that such
approaches can achieve higher detection accuracies when
compared to the single classifiers approach. However, if all
adopted models decrease the detection accuracy immediately
after the testing phase, this ensemble classifier may not be
very helpful. Again, the impact of network traffic changes is
not even evaluated, leaving an opportunity to address such a
challenge in the literature.

Several works have resorted to deep learning techniques
to increase accuracy in their proposed schemes in recent
years. Longari et al. [30] have proposed an intrusion detec-
tion scheme based on long short-term memory (LSTM) and
autoencoder to identify intrusion attempts as anomalies. Their
proposed scheme was able to increase detection accuracy when
compared to traditional ML techniques. However, the authors
neglect the challenges related to model updates. Another
LSTM-based approach was proposed by Imrana et al. [31]
as an attempt to decrease the number of false alarms. Their
proposed model increased accuracy in a multi-class setting
while being evaluated in an outdated dataset. Again, the
authors neglected the evolving behavior of network traffic, and
traditional ML evaluation was used.

B. Changes in Network Traffic

Although many of these works achieve high detection accu-
racy at the testing phase, none evaluates the mentioned metric
over time. The main challenge is the creation of a realistic
intrusion dataset that makes it possible to evaluate the accuracy
of the designed techniques as time passes [10]. To achieve
such a goal, the network administrator must perform the
proper data collection and the labeling of the network traffic
in a long interval, which is often unfeasible in production
environments [6]. As a consequence, authors generally resort
to publicly available datasets, which often do not provide the
expected properties from production environments [7].

Network traffic behavior changes over time are hardly
considered in the literature. R. Alshammari and A. Nur Zincir-
Heywood [32], [33] evaluated the performance of ML-based
classifiers used in a different environment for the classification
of application-level network traffic. The authors found that
new network traffic features, such as those caused due to
distinct periods, may significantly impact flow-based classi-
fication systems. Liang and Ma [34] recently mentioned the
detection rates of IDSs gradually decaying with the emergence
of new attacks. However, they only address the incentives for
collaborative model retraining by assigning more blockchain-
based tokens to transactions that classify unknown suspect
packets. Their framework must download the latest database
and retrain the whole model without using outdated ML
model knowledge. Additionally, they did not benchmark the
frequency of these updates required to maintain the training
detection accuracy in production environments.

The evolving behavior of network traffic was also consid-
ered by Hsu and Matsuoka [35]. The authors created a ”sim-
ulated” network traffic behavior change by creating several
chunks in intrusion detection datasets and evaluating their
technique according to each fragment. The authors noticed the
accuracy variation in their evaluation. However, the changes in
network traffic behavior were created in a controlled setting,
hence, not reproducing the actual behavior of real-world
environments.

C. Reinforcement Learning for Intrusion Detection

Recently, a promising approach in intrusion detection has
relied on reinforcement learning (RL). Suwannalai and Pol-
prasert [36] proposed a deep RL scheme to increase accuracy
in a single dataset. The authors provided higher detection
accuracy compared to traditional ML techniques while ne-
glecting the challenges related to the actual deployment of
their proposed scheme in production environments, such as
the behavior changes in network traffic. Benaddi et al. [37]
proposed a RL scheme to detect malicious adversaries in
wireless sensor networks. Their proposed approach was able
to increase accuracy when compared to traditional ML tech-
niques. However, model updates are also overlooked.

Another RL technique was proposed by Servin and Ku-
denko [38] for distributed learning in intrusion detection.
Their proposed model addresses model updates in a distributed
manner following a hierarchical-based strategy. Unfortunately,
the easing of the model update burden is overlooked as they
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assume that the label of events can be requested as needed.
Lopez-Martin et al. [8] proposed a more practical application
of deep RL. In their work, the authors propose a new training
procedure for RL that replaces the live environment with mini-
batches of a training dataset. Thus, it is feasible for model
updates that follow such a procedure and leverage the outdated
model. Unfortunately, the authors overlook the model updates
in their evaluation and how the model update procedure can
be eased in the face of new network traffic behavior.

D. Discussion

It can be noted that a plethora of works has been proposed
to increase detection accuracy in the field of network-based
intrusion detection. However, despite the promising reported
results, such as those obtained by traditional machine learn-
ing [28], [29], deep learning [30], [31], or even through
deep reinforcement learning techniques [8], [36]-[38], their
actual deployment in the production environment remains low.
The challenges of networked production environments remain
neglected by the literature, and the traditional ML evaluation
procedure occurs.

Proposed schemes deployed in real-world settings will be
subject to a highly variable behavior of the underlying net-
work, making it unfeasible to be reproduced in a training
dataset — demanding that the proposed scheme generalize the
behavior of the network traffic [6], [7]. In practice, the network
traffic behavior will change over time [34], [37], demanding
model updates to be performed periodically. However, model
updates are also a challenging task that often demands huge
amounts of labeled training data to be provided.

Such open opportunities motivate evaluating traditional
methods with more extended periods and studying their ac-
curacy variation and model longness to draw more gen-
eral conclusions about this downward trend in accuracy rate
for network traffic classification tasks. These open prob-
lems/opportunities contribute to the previously addressed goals
to provide security administrators with more trustworthy and
easy-to-maintain IDS solutions.

IV. PROBLEM STATEMENT

This section investigates the main aspects that make
network-based intrusion detection challenging for ML-based
techniques. More specifically, we accomplish this task by
proposing a new intrusion dataset and evaluating the per-
formance of widely used ML-based intrusion detection ap-
proaches.

A. The MAWIFlow Dataset

The reliability of network-based intrusion detection mecha-
nisms relies upon using a realistic training dataset. However,
current approaches in the literature often build their techniques
on top of outdated datasets with several known flaws [39].
Previous work is rarely used in production environments,
despite the promising results, such as a high-accuracy ML
model [6], [7]. In practice, a realistic training dataset [12]
must contain real network traffic that can be experienced in

production environments with valid and correct network traffic
communication protocols implementation.

The network traffic has to be highly diverse in terms of used
protocols and network behavior, ensuring the completeness
availability for the network traffic protocols in the production
environment as well as their variability. The network events
must be prior labeled as belonging to a class (e.g., normal
or attack) to enable the proper evaluation of the model and
building of the ML classifier. Finally, the dataset must be
publicly available in a usable format to enable the proper
intrusion detection proposal benchmarking.

Usually, proposals in the literature collect network traffic
from a controlled testbed or monitor the production environ-
ment behavior to support the mentioned requirements [10].
The former enables the appropriate data sharing and labeling
of events due to its controlled nature. However, they lack a
highly diverse network content of the production environment
and generate unrealistic network traffic. In contrast, the latter
produces real and valid network data that is highly diverse but
hinders the proper labeling of events and the public sharing of
the collected data (e.g., due to the privacy concerns associated
with real network traffic). Regardless of the approach adopted
for building the datasets, works from the literature have not
adequately considered network traffic’s evolving behavior. It
means that even the best datasets will fail as the available
network traffic remains unmodified in such data over time.

Our new dataset, named MAWIFlow, comprises real, valid,
and prior labeled network traffic collected from production
environments for long periods. More specifically, its network
flows are extracted from the MAWI network packet traces [40]
(SamplepointF in MAWTI archive), which are collected daily
with a 15min-long interval from a network transit link con-
nected between Japan and the USA. During the network
recording period, the samplepoint was made of a 1Gbps
network traffic link. Additionally, the network packet payloads
are removed, and sensitive network packet header fields are
anonymized.

The labeling of network traffic is a challenging task, which
is typically only achieved through human assistance [3]. Un-
fortunately, using an administrator for the labeling of network
events becomes unfeasible due to the huge number of network
events available in our dataset (= 7.23 billion). In general,
the literature performs the labeling task through misuse-based
techniques (e.g., intrusion signatures) [6], [10], which may
introduce labeling flaws, rendering the classification task easy
to be performed. The ML classifier may learn the underlying
used set of signatures, rather than the network traffic behavior.
Consequently, our dataset was labeled using MAWILab [41]
work, which label the daily anomalous events (network flows)
from MAWI making use of a variety of unsupervised anomaly
detectors. Although such a labeling procedure is prone to
errors, it copes with the behavior variability of the analyzed
network traffic, as the labeling task is performed in a daily
basis. It maintains the variability of network traffic behavior
and the challenges of production environment network traffic.

In this work, we consider the whole network traffic available
for a four-year interval, ranging from 2016 to 2019. Network
anomalies are classified according to their attack types as
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Fig. 1: MAWIFlow network flow distribution throughout the 4 selected years.

TABLE II: MAWIFlow dataset statistics.

Value
120 Millions
23 Millions

Property
Average Daily Network Packets
Average Daily Network Flows

Average Daily Throughput 720 Mbps
Average Daily Anomalous Flows 2.1 Millions
Average Daily Dataset Size 23.2GB

32.36 Billions
7.23 Billions
8.3TB

Total Network Packets
Total Network Flows
Total Dataset Size

labeled by MAWILab. In such a case, the network anomalies
can be of several types, including Service Scan, TCP Scan,
and denial-of-service, among other network-level attacks.

Due to its large scale, over 8TB of data composed of over
7 billion network flows, the MAWIFlow dataset was built
using the BigFlow [10] feature extraction algorithm, which
is implemented in a Big Data processing framework. The
feature extraction algorithm extracts, for each network flow,
39 features in a 15s window interval, as listed in Table I.
Each network flow is previously labeled as normal or attack
as established by the MAWILab [41] unsupervised algorithms
output. Table II shows the MAWIFlow statistics throughout the
evaluated period of 4 years.

The built dataset provides the expected properties from a
realistic network traffic dataset used for the benchmark of
intrusion detection techniques [12]. The dataset provides real,
valid, and correct network traffic as it was collected from a
real network transit link, maintaining the characteristics of pro-
duction environments. The available network traffic is highly
diverse, with a completeness behavior of communication pro-
tocols due to the extended recording period, considering a 4-
year long time window. Notwithstanding, usability is ensured
as the dataset is provided in a network flow format in a
publicly available setting.

B. The Reliability of ML for Intrusion Detection

The present evaluation aims to answer the following re-
search questions:

o (RQ1) What is the behavior of widely used ML-based
approaches in terms of accuracy over time when no model
updates are performed?

o (RQ2) What is the impact of periodic model updates on
the accuracy of widely used ML-based approaches?

In the following, we elaborate more on the evaluations
carried out and our findings.

To evaluate widely used ML-based approaches, we select
four commonly used ML-based techniques for intrusion detec-
tion, namely Long Short-Term Memory (LSTM), Random For-
est (RF), Adaboosting (Ada), and Gradient Boosting (GBT).

The ensemble classifiers (RF, Ada, and GBT) were imple-
mented with 100 decision trees as their base-learners, where
each one of them also uses gini as the node split quality
metric. The GBT classifier relies upon a 0.1 learning rate
value, with deviance as the loss function. The Ada classifier
uses the SAMME as boosting algorithm and 1.0 as the
learning rate. The ensemble classifiers were implemented
through scikit-learn API v0.24.

The LSTM was implemented with the following architec-
ture: (I) Input: The 39 flow-based network features are fed
as an input to the LSTM; (1I) LSTM: Two LSTM layers with
256 and 128 units respectively. (III) Output: Two dense layers
implemented with a relu activation function, with 512 and 1
units respectively. The implemented LSTM architecture used
the categorical crossentropy as loss using adam optimizer.
For the model building procedure, 1,000 epochs are executed
with a batch size of 512. It is important to note that the used
parameters from LSTM were set from the related works, and
no significant differences were found while varying them.

As shown in Figure 1, due to the unbalanced nature of
the MAWIFlow, a random undersampling without replacement
is used at each training procedure to balance the occurrence
between the classes for both the ensemble and the LSTM
classifiers. The classifiers were evaluated concerning their
false-negative rates (FN), false-positive rates (FP), and F-
Measure. The following classification performance metrics
were used:

o True-Positive (TP): number of attack samples correctly

classified as attack.

o True-Negative (TN): number of normal samples correctly

classified as normal.

e False-Positive (FP): number of normal samples incor-

rectly classified as an attack.

e False-Negative (FN): number of attack samples incor-

rectly classified as normal.

The F-Measure was computed according to the harmonic
mean of precision and recall values while considering attack
samples as positive and normal samples as negative, as shown
in Eq. 3.
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Fig. 2: Accuracy performance, shown quarterly, for various ML algorithms on the entire MAWIFlow dataset. Classifiers are
trained with January 2016 data and not updated throughout time.
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C. Classification accuracy without periodic model updates

The first experiment aims at answering R()1 and performs
the evaluation of the classification performance of the selected
ML techniques when model updates are not performed over
time. The selected ML classifiers are trained only with the
data from January 2016, while they are used for evaluation
throughout the remaining four years of the interval. The
evaluation goal is to measure how network traffic’s evolving
behavior affects the classification performance over time if
model updates are not periodically performed, as commonly
made by related works.

Figure 2 shows the average classification error for every
quarter of the selected ML-based intrusion detection tech-
niques without periodic model updates. A significant impact
on the accuracy performance can be noticed compared to its
training period (i.e., January 2016). All evaluated intrusion
detection approaches decrease their accuracy as the model
longness increases. For instance, compared to the training
phase, the RF classifier increased, on average, 7.5% and 0.9%
the FP and FN rates in 2016. Besides, from 2017 to 2019,

the RF classifier increased its FP and FN rates even further
compared to the training period, presenting an average increase
of 38.3% and 35.3% on their FP and FN rates, respectively.

In contrast, the LSTM classifier presented lower accuracy
degradation as time passes. For instance, it reached an average
FN rate of only 13% in 2017. The reduced LSTM accuracy
degradation was reached due to the complexity increase in
the used model, given that the traditional shallow classifiers
(RF, Ada, and GBT) cannot depict all the complexities of the
network traffic used during the training phase. Consequently,
the resulting model reaches a higher generalization regarding
network traffic classification as time passes.

The performance of traditional ML-based intrusion detec-
tion approaches is dependent on the used model longness. The
average quarterly accuracy varies significantly, from 2017-Q4
to 2018-Q1 for all the evaluated classifiers. The non-stationary
behavior of accuracy over time significantly degrades the
reliability of the intrusion detection mechanism, assuming that
the administrator will discard signaled alerts as soon as higher
FP and FN ratios are experienced. Even if an outdated model
reaches high detection accuracy (e.g., those achieved by the RF
classifier in 2018-Q1), the system alerts will be discarded, as
its accuracy has already degraded in previous circumstances.

The accuracy degradation of the selected classifiers is
caused by changes in the network traffic behavior as time
passes. It can be seen in Figure lc, which shows the dis-
tribution of attack occurrence on the MAWIFlow dataset, that
the attack occurrence remains stable throughout 2016. Simi-
larly, the model detection accuracies are also not significantly
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Fig. 4: Accuracy performance, shown quarterly, for various ML algorithms on the entire MAWIFlow dataset. Classifiers are

updated every 6-month interval, with 1 month of training data.
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Fig. 5: Accuracy distribution, shown semiannually, for various ML algorithms on the entire MAWIFlow dataset. Classifiers are
updated every 6-month interval, with 1 month worth of training data.

affected (see Figure 2). In contrast, the attack occurrence
significantly changes in 2017, caused by a significant increase
in TCP Scan, followed by a decrease in UDP Scan and DoS
attacks, resulting in the accuracy degradation of the evaluated
techniques. Notwithstanding, the normal traffic occurrence
also changes as time passes, as shown in Figure 1d.

Over time, new network services will be provided, and
new network attacks will be discovered, thus changing the
underlying behavior of the network. However, identifying
such changes in the underlying network traffic (which affects
the deployed ML model) is difficult, as the administrator
must (often manually) evaluate the current model accuracy, as
defined by the ratio of correctly classified network samples.
In contrast, the proper event label is unavailable in production
settings, making the accuracy evaluation significantly more
challenging. As a result, the deployed ML model must be
regularly updated to address such network traffic changes.

To further investigate the accuracy variability over time
when no model updates are performed, we compare the
accuracy distribution of the accuracies obtained at the training
(January 2016) to those obtained in the remaining period. Fig-
ure 3 shows the accuracy distribution (boxplot) of evaluated
classifiers without model updates over time.

Regardless of the detection technique, the error ranges
significantly increase as time passes when compared to those
measured during the training period. For example, on average,
the RF interquartile error range increases by 3.4% and 4.0%
for FP and FN rates every six months of additional model
longness, thus significantly increasing its accuracy variation

over time. The evaluated techniques cannot provide reliability
in intrusion detection months after the model classifier training
phase. Nonetheless, the accuracy distribution increases as time
passes, as noted by an increase in the number of outliers
(Figure 3, 2016 and 2017) and also the interquartile ranges
over time (Figure 3, 2018 and 2019).

One can notice that the evolving behavior of network traffic,
which varies as time passes, poses a significant challenge to
ML-based techniques. It becomes unfeasible for the network
administrator to generate a training dataset with all possible
variations. Thus, the deployed ML model will present a high
accuracy variation if it is not designed to consider the general-
ization capabilities. It should be noted that a high variation in
the error rate over time for the intrusion detection mechanism
significantly affects the system administrator’s perception of
system reliability.

This lack of reliability is because, even if the intrusion
detection mechanism can reach high accuracy rates with an
outdated ML model, the administrator will suppress alerts as
soon as a high error rate is experienced. Intrusion detection
mechanisms must reach high accuracy rates and present low
accuracy variability over time for reliable production deploy-
ment. However, if the ML model is not updated, the evaluated
ML classifiers is not able to cope with the network traffic’s
evolving behavior.

The techniques become unreliable in the immediate months
following the training period, as noted by a higher error rates
(Figure 2) and higher variability in the measured error rates
(Figure 3). Therefore, intrusion detection approaches based
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Fig. 6: Model longness and average error rate tradeoff in MAWIFlow. Model longness establishes the model update frequency,
while average error rate is measured as the average of both FP and FN rates throughout the entire MAWIFlow data.

on ML must be regularly updated to maintain classification
reliability.

D. Classification accuracy with model updates

To answer R(@)2, we further investigate the impact that
periodic model updates cause on the classification accuracy of
the underlying ML model. We first consider a model longness
of 6 months using a 1 month range as training data, which
means we update the ML model every semester using the
MAWIFlow data that occurred a month earlier. The evaluated
classifiers are updated at the end of every January and July
at any given year — using the data that occurred in the last
30 days at that given period. Notwithstanding, it is essential
to mention that the frequency of model updates must be
established according to the administrator’s needs.

Figure 4 shows the accuracy performance throughout MAW-
IFlow data when model updates are performed every 6 months.
One can notice that, in general, the evaluated classifiers’ accu-
racy performance is improved. For instance, the periodically
updated RF classifier improved its average FP rate from 35.1%
to 16.5% while improving its average FN rate from 36.0%
to 23.4% compared to the results without model updates.
The model longness varies over time, as noted by higher
FP and FN rates in 2018 and 2019. The updated LSTM
could not significantly improve the obtained accuracy rates
compared to the shallow classifiers. In contrast, it decreased
the average accuracy rates as soon as a higher ratio of attacks is
evidenced (Figure 1b, 2018 and 2019). This decrease happens
because as the complexity of the LSTM model increases when
compared to traditional shallow classifiers, a higher number of
training samples must be provided to ensure the proper model
generalization, as occurred with its no-update counterpart.

The classifiers evaluation should have been updated more
frequently to increase reliability in such a case. Due to
the difficulties related to identifying model obsolescence,
the administrator will increase the model update periodicity,
regardless of whether the current model is still reliable, as
occurred from 2016 to 2017. The sudden increase in network
attacks shows the need for a more frequent model update.
As shown in Figure 1b, the attack occurrence increases from
= 6% throughout 2016 and 2017 to ~ 24% in 2018 and 2019.

The changes in the occurrence of network attacks signif-
icantly affect the classification accuracy of the periodically

updated classifiers, as noted by the degradation of the attack
classification performance compared to the normal classifi-
cation performance (Figure 4, the significant increase in FN
when compared to FP). As the attack occurrence increases,
so does the complexity of detecting attacks on the network,
thus requiring more frequent updates of the ML model. The
updated classifiers can provide high detection accuracy to
previously known threats, considering that older attacks are
still frequent as time passes (see Figure 1c).

We also investigate the accuracy variability when model
updates are performed. Figure 5 shows the accuracy distribu-
tion (boxplot) of evaluated ML classifiers when model updates
are performed every semester. In contrast to the approach
without model updates (Figure 3), periodic model updates also
decrease the accuracy variation over time, as noted by a lower
interquartile range in both 2016 and 2017. Noteworthy, in
2018 and 2019 (the period that demands more frequent model
updates), the interquartile range increases up to its counterpart
with no periodic updates. Even considering a 6-month long-
ness, an outdated ML model may significantly decrease and
vary its accuracy, impacting the intrusion detection reliability.

We further investigate how the model update periodicity
can affect the classification performance of the selected ML
classifiers. Figure 6 shows the model accuracies according to
the model longness, i.e., the frequency in which model updates
are performed. It is possible to note that increasing the model
update periodicity, in most cases, improves the accuracies of
the obtained model. For instance, the FN interquartile range of
the weekly updated RF decreased by 38% when compared to
its counterpart updated every trimester. The LSTM classifier
is not as significantly affected by the increase in the model
update periodicity. More specifically, the 1-month model long-
ness LSTM decreased the FN interquartile range by only 4.1%
when compared to its 3-month model longness counterpart.
This is because, as discussed previously, the higher complexity
of the LSTM, compared to the shallow classifiers, can increase
the model’s longness.

E. Discussion

In general, previous works assume a static network traffic
behavior, using datasets that do not represent the dynamic
nature of production environments, resulting in imprecise and
unrealistic detection schemes. Unlike the ones in the literature,
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our built dataset MAWIFlow is the first of its kind and is
composed of more than 8TB of data that spans four years.

The dataset enabled us to evaluate the current approaches
in the literature regarding their reliability over time. The ex-
periments have shown that widely used ML-based techniques
cannot cope with the evolving behavior of network traffic.
As time passes, their detection accuracy decreases while the
accuracy variation increases.

The execution of periodic model updates can positively
impact the accuracy and decrease its variance. However, it
should be made according to the network traffic distribution.
Current literature approaches must be used with small model
longness (e.g., a few days or weeks) to provide reliability
over time. Due to the small model-longness expectation,
previously proposed techniques are rarely used in production
environments. The main reason is that the ML model with such
a small lifespan can not be updated as frequently as needed
to ensure system reliability.

V. A RELIABLE REINFORCEMENT LEARNING INTRUSION
DETECTION MODEL

We present in this section a novel reliable reinforcement
learning model for intrusion detection to address the aforemen-
tioned evolving behavior of network traffic. Our primary goal
is to maintain the reliability in the system classification for
more extended periods without model updates. Additionally,
our solution aims to decrease the human and computational
resources required to conduct such a task when model updates
are performed. Figure 7 shows an overview of our proposed
model, which is organized into two main stages, the Reliable
Classification and the Reliable Agent Building.

Reliable Classification is performed through a reinforce-
ment learning classification pipeline. Its purpose is to classify
network events over time in production deployment either as
normal or attack. The network events are depicted as an envi-
ronment state, while the reinforcement learning agent outputs
an action representing the classified event class according to
the underlying RL policy.

The goal of the Reliable Agent Building is twofold: the
building of the proposed scheme at the initial deployment

and the update of an already deployed outdated agent. The
agent’s first deployment is executed in a reinforcement learn-
ing approach with an agent built from scratch. The model
update decreases the computational costs by leveraging the
current outdated agent deployed in production, following a
transfer learning rationale. In such a case, a reduced set of
events can be used while leveraging prior knowledge of the
current outdated agent, thus, it applies an event sliding window
mechanism to the production environment—e.g., updating the
agent with events from the last week.

Our scheme can build agent policies through a novel rein-
forcement learning algorithm that extends the obtained model
longness. Our proposal insight is that one can increase the
model longness through model correctness rather than only
focusing on model accuracy. Our scheme represents the model
correctness difference between the model output classification
confidence and the correct event label. As a result, the model
training aims for higher accuracy and approximation to the
event label, considering its distance to the correct event class.

In the following subsections, we detail our proposal, present
the architecture of the modules that implement it, and describe
its main components.

A. Reliable Agent Building

Reinforcement learning techniques have produced promis-
ing results in several fields where agent rewards can be
autonomously collected as a direct consequence of a given
action. In contrast, intrusion detection systems may not easily
obtain the correct event label in production deployments, thus,
rewards cannot be given in an appropriate time. In other words,
an action may be taken, but the rewards may not be given
adequately. Intrusion detection systems must have prior access
to the label of the events during the model building, enabling
appropriate rewards.

Our proposed model’s primary goal is to leverage the
reinforcement learning technique to build an agent policy with
an increased longness in production, i.e., presenting a longer
lifespan. The Reliable Agent Building approach deals with
intrusion detection as a reinforcement learning task, making
use of the following relations:
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Algorithm 1 Proposed intrusion detection ()-learning algorithm for Reliable Reinforcement Learning Agent

Require:
States S = {instances, ..., instance,}
Actions A = {normal, attack}
Reward function R: S x A - R
Transition function R: S x A — S
Learning rate « € [0, 1], typically o = 0.1
Discounting factor v € [0, 1]
procedure QLEARNING(S, A, R, T, a, )
Initialize @ : S x A — R arbitrarily, or outdated agent
while @ is not converged do
Start in random state s € S
while s is not terminal do

> Training dataset
> ML NIDS Classes
> Reward function as computed through Eq. 4

Calculate 7 according to Q and exploration strategy (e.g. m(x) + argmax, Q(z,a))

a + 7(s)
r < RewardFunction(s,a)
s' <= GetInstance(instance; + 1)

> Establishes state classification confidence
> Receive the reward as computed through Eq. 4
> Receive the new state

Q(3/7a) — (1 - a) ' Q(sva) +a- (7‘ + 7 - maxgy Q(Slv a/))

s+ s
end while
end while
return ()
end procedure

o Environment. The intrusion detection training dataset
which contains a set of network events expected to occur
in production deployment.

o State. Current environment event that the intrusion detec-
tion agent should analyze. It can be made of a normal or
an attack event.

e Action. The agent classification outcome of a given
environment state either as normal or attack.

e Reward. The reward that an agent receives by a given
action output according to the current environment state.

The rationale of our intrusion detection as a reinforcement
learning task is shown in Figure 7 (Reliable Agent Building).
One can notice that an agent receives a training dataset
environment state (i.e., an event) as input. It acts using a class
assigned per event, receiving the corresponding reward. The
training procedure can be executed using a new agent (e.g.,
the first deployment model) or an outdated one (e.g., a model
update). The operator is responsible for periodically triggering
the reliable agent-building process (e.g., every semester).

One should note that the model update periodicity must be
defined according to the administrator’s needs. Our proposal
relies on an event sliding window to provide easiness on
model updates in such a case. We assume that a fewer
number of events can be used at model updates if previous
knowledge of the historical environment behavior is available.
Therefore, we leverage the outdated agent to represent the
environment’s historical behavior while updating it through a
transfer learning rationale.

As a result, model updates can be performed as a simple
agent policy fine-tuning instead of building it again from
scratch. A model update that can be performed with fewer
events will require less human intervention for the labeling
procedure and less computational costs.

The building of a new training dataset in our model is per-
formed through a sliding window of production environment
events. In such a case, the network data that occurred N days
before the model update task must be stored and properly
labeled (Figure 7, Event Sliding Window Database). The
administrator may use unsupervised ML techniques, misuse-
based detection approaches, or even store the network data for
extended periods until the proper attack disclosure in public
domains. Even if the model update procedure demands an
extended period for its execution, the proposed model will
keep its reliability, as it is also designed to increase the
model longness, i.e., its lifespan. Besides the easiness of model
updates, the model-longness challenge must also be addressed.

Our proposal uses the classification correctness metrics as
rewards in the training phase to extend the ML model’s
longness. The computation of our agent reward is shown in
Equation 4, where con fidence'™% depicts the underlying ML
model classification confidence on a given instance inst;, FP
denotes false positives, and FN denotes false negatives.

1—confidence if FP or FN
reward = ) ) 4)
confidence!"™s% otherwise

Confident classifications on misclassified events receive
fewer rewards, while correctly classified ones receive their
classification confidence as a reward. Thus, rewards are com-
puted as a classifier confidence approximation measure from
the correct event class. The classifier confidence values are
agnostic to the used classifier algorithm. For instance, the
Random Forest classifier outputs its confidence values as the
ratio of its base decision trees that classifies a given instance
as the event-assigned class.

Our proposal’s insight is that we can increase the model
longness while decreasing accuracy variation using the clas-
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sification correctness, as measured through the classifier con-
fidence values, rather than only pursuing a higher accuracy.
As a result, the built ML model will provide better classi-
fication correctness in all input events instead of increasing
the accuracy in a subset (resulting in less longevity caused by
overfitting in the data training model).

To implement our novel reinforcement learning model for
intrusion detection, using the proposed reward measure, we
develop a version of the well-known reinforcement learning
Q@ — Learning algorithm [42]. The implementation, executed
at each model training or update round (Figure 7, Reliable
Agent Building), is shown in Algorithm 1.

The algorithm receives a training dataset, similar to the
traditional QQ— Learning algorithm, which acts as the environ-
ment states (S). It initializes an agent either arbitrarily, in the
model’s first deployment, or with an outdated agent, in a model
update process that follows the transfer learning rationale. The
algorithm is executed until it has converged by reaching, for
instance, an expected accuracy level or a predefined number
of iterations. In brief, it randomly selects at each iteration
a state (i.e., an instance) from the training dataset (i.e., an
environment), outputs a related action (i.e., confidence), and
receives a reward accordingly (Eq. 4). Thus, it approximates
the underlying classification model confidence values to the
correct label of each event to maximize its rewards over time,
improving its generalization capacity over the whole training
data (environment).

B. Reliable Classification

The operation of our proposed scheme for the classification
task in production deployments is shown in Figure 7 (Reliable
Classification). It receives a network traffic event as input
from the monitored environment (e.g., a network packet). The
collected data is then represented as a feature vector, extracted
by a feature extraction module (e.g., extraction of several flow-
based features as shown in Table I). The feature vector is fed
as input to the reliable reinforcement learning agent deployed
in production. The agent then depicts the feature vector as
the environment state (Figure 7, State Builder) and applies the
agent policy with its underlying ML model. The policy outputs
the action (confidence values) and the classification outcome
can be established (Figure 7, Class Assigner). Finally, an alert
can be generated if the event is classified as an attack.

C. Discussion

Network traffic’s evolving behavior is challenging for ML-
based intrusion detection (see Section IV). Our proposal aims
to address three main aspects related to network traffic behav-
ior changes over time: the model updates, model longness, and
accuracy variation. Our proposal leverages prior knowledge
about the environment to facilitate model updates using a
transfer learning rationale. The assumption is that the outdated
agent can be used in the model update task to decrease
the computational costs, the amount of needed training data,
and the costs associated with the event labeling task. The
proposed model correctness pursues longer model longness.
We assume that one should seek the model approximation to

all training events to increase the model’s longness. Therefore
our proposal does not favor only a subset of events, as com-
monly made in the literature by accuracy-based approaches.
The accuracy variation is decreased by the model longness
— trained to aim for higher model correctness’ over all the
training data.

VI. EVALUATION

The evaluation of our proposed model aims at answering
the following additional research questions:

o (RQ3) How does our proposed model perform without
model updates?

e (RQ4) What is the impact of model updates in our
proposal?

o (RQS) Can our proposed model provide higher reliability
than traditional techniques?

The following sections describe how we build our model
and its performance on MAWIFlow dataset.

A. Model Building

Our reinforcement learning proposal for intrusion detection
(Algorithm 1) was implemented on top of OpenAl Gym
API [43]. At each model training or update, the algorithm
creates a testbed environment that reproduces the proposed
training procedure (see Section V-A). The proposal relies on
a Multi-Layer Perceptron (MLP) as a reinforcement learning
policy (i.e., ML model).

The algorithm enables our proposed model update proce-
dure (Section V-A) to be executed on top of the older MLP
neurons through a transfer learning procedure. The data from
January 2016 was used (30 days) for the first model training to
enable the subsequent evaluation of our model updates, which
will rely upon the outdated agent. The model update procedure
relies on only 7 days worth of data (Figure 7, Event Sliding
Window Database). Thus, we perform model updates using
less data than evaluated previously (see Section IV, 7 vs. 30
days of training data) to properly evaluate how our model
performs with less training data during model updates.

The MLP with our proposed algorithm is executed at each
model update with a learning rate of 0.3, a momentum rate for
the backpropagation algorithm of 0.2, and uses the TensorFlow
API [44]. The algorithm executes 5,000 epochs to build
the model, where each epoch performs 100 turns. Each turn
computes the proposed algorithm policy gradients according
to the obtained rewards (see Eq. 4) from the classification of
10 thousand training instances.

As a convergence criterion during the model update, the
algorithm either executes 5,000 epochs or reaches 90% of ac-
curacy. These parameters were identified empirically, resulting
in similar classification results.

B. Classification accuracy without updates

The first experiment aims at answering R(Q)3 and evaluates
our proposed model performance when no model updates are
performed as time passes. Similar to what was previously
made, we apply our proposed algorithm to create an agent
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Fig. 8: The over time proposal accuracy performance, run on
MAWIFlow dataset. The proposal is trained with January 2016
data and not updated throughout the time.

policy using data from January 2016 of MAWIFlow as the
training environment (Figure 7). The obtained agent is used
throughout the whole MAWIFlow data without model updates.
Figure 8a shows the average error performance considering
both FP and FN rates of our proposed model on a three-month
periodicity.

Our proposed model kept its reliability for extended periods,
maintaining its FP rates closer to those measured at the classi-
fier training phase throughout the four years. For instance, our
proposed technique presented an average error rate of 18.9%
and 8.8% for FP and FN, considering the first deployment
year (i.e., 2016). In our proposal, each month after the training
period, on average, increases 4.2% and 0.3% in FP and FN
rates, respectively, considering a model longness of 1 year.
Additionally, the proposed model presented average FP and
FN rates throughout the four years of 16.4% and 23.5%.

Our model reached similar accuracy rates obtained by
traditional techniques, such as the RF classifier with a 6-month
longness (Figure 4), which presented 16.5% and 23.4% of FP
and FN rates. Therefore, our model provided high detection
accuracy even when no model updates occurred, with similar
accuracy rates obtained by the literature’s techniques with a
6-month model longness.

We also investigate how our proposed model’s accuracy
varies over time without model updates, as shown in Figure 8b.
The model accuracy rate variation is significantly lower when
compared to traditional ML approaches. The proposed method
presented average interquartile ranges in 2016-S1 of only 3.4%
and 1.9% of FP and FN, respectively. In contrast, traditional
approaches (e.g., RF) presented an average interquartile range
in 2016-S1 of 3.1% and 6.1% of FP and FN rates, respectively.
Additionally, if the whole MAWIFlow 4 years of traffic is
considered, our proposal presents an average interquartile
range of 13.5% and 13.3% of FP and FN rates, while the
RF classifier presents 29.3% and 36.6% of interquartile range
(Figure 3), respectively in both cases. Consequently, our
proposed approach increases the intrusion detection schemes’
longness by improving the systems’ accuracy and reducing the
accuracy variation over time.

13

Proposed Approach
Traditional Aproach - - - -
100
S
>
Q
©
5
g 40 ! Converged
2 .-
20} 777
OQ O O O O O 8 O & &
ELESLESLE S

Fig. 9: Training convergence of our proposal at the 2™
semester of 2016, considering an outdated agent used in the
model update process and its comparison with the retraining
from scratch. The accuracy was measured as the ratio of total
events correctly classified. Similar results were found at every
model update procedure execution.

C. Classification accuracy with updates

To answer RQ4, we perform periodic model updates on our
proposed scheme. In such a case, similarly to the experiments
performed in Section IV, we execute our proposed update
procedure every semester. However, only taking into account
the events that occurred over the last seven days (Figure 7,
Event Sliding Window Database). As our model leverages the
previous knowledge through the outdated model in a transfer
learning fashion (Section V-A), we first evaluate how the
outdated ML model can ease the model update procedure.

Figure 9 shows the proposal convergence according to the
model update epoch, while considering if the outdated model
is used or not in the second semester of 2016. The proposed
approach that leverages the outdated model converges demand-
ing significantly fewer epochs to be executed, reaching 90%
of accuracy rate with only 970 epochs even with only 1-week
of training data. In contrast, if the outdated model is not used,
4610 epochs must be executed. Similar results were found
regardless of the period in which the model update occurred.

The proposed approach that takes advantage of the outdated
model can significantly decrease the computational needs in
the training procedure due to the decrease in the number of
epochs. It also decreases the number of events that must be
labeled due to a higher model longness, hence, demanding
fewer model updates. On average, the proposed approach that
leverages the outdated model converged with only 21.1% of
epochs while relying on only a week of training data compared
to the traditional approach that performs model updates from
scratch.

Figure 10a shows the proposed approach accuracy over time
with a 6-month model update periodicity. In such a case,
the error rates are significantly lower and more stable as
time passes. The periodicity of model updates enabled our
proposal to reach high accuracy rates throughout the four
years of MAWIFlow data. The proposed technique presented
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Fig. 10: The proposal accuracy performance over time, run
throughout MAWIFlow dataset. The proposal is trained with
January 2016 data and updated every semester with 1-week
data.
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Fig. 11: The longness and average error rate tradeoff in the
MAWIFlow proposed dataset. Model longness establishes its
update frequency, while the average error rate is measured
as the mean of both FP and FN rates throughout the entire
MAWIFlow data.

an average of 14.5% and 10.0% of FP and FN rates over time,
respectively. Figure 10b shows the accuracy variation over
time of our proposed scheme with periodic model updates.

The accuracy variation significantly decreases, presenting
an average interquartile range of only 4.4% and 8.5% of FP
and FN rates, while the traditional ML techniques (e.g., RF)
(Figure 5) present an average of 16.9% and 5.3% (i.e., 3.84x
more FP for only a 0.37x reduction in FN), respectively
in all cases. Therefore, our proposed model significantly
increases the intrusion detection scheme’s reliability over time
by extending the model longness and decreasing the accuracy
variation while maintaining the accuracy over time.

We further investigate how the model update periodicity
impacts our proposal’s accuracy. Figure 11 shows the relation
between model update periodicity and accuracy rates of our
scheme. Our proposal reaches significantly higher accuracy
rates even when the longness of the model is considered. More
specifically, even with a 2-year long model longness, it reaches
better classification accuracy than traditional techniques that
consider a 1-month model longness value (Figure 6).

In summary, our proposal increases the model longness and
decreases the model update periodicity without degrading the
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Fig. 12: Monthly accuracies for several classification tech-
niques considering a 6-month model update periodicity, run
on four years of MAWIFlow data. The proposed model can
provide lower interquartile ranges and achieve higher median
accuracy than other evaluated techniques.

accuracy. Nonetheless, it achieves accuracy rates higher than
traditional techniques even when no model updates occur.

Finally, to answer the question R(@5, we compare the
accuracies obtained by our model and those from traditional
ML techniques. Figure 12 shows the monthly distribution of
accuracy rates of each evaluated classification scheme with a
6-month model longness. In such a case, our proposed model
median was 14.3%, 8.4%, and 0.92 of FP, FN, and F-Measure,
respectively. In contrast, the traditional techniques presented a
median F-Measure of 0.83, 0.81, 0.78, and 0.81 for the LSTM,
RF, Ada, and GBT respectively. Thus, our proposed scheme
could also provide higher detection accuracies than deep
learning schemes, such as the evaluated LSTM, improving the
F-Measure by 0.09 while demanding only 20% of the required
training data and significantly fewer computational resources
for model updates.

Figure 13 shows a performance comparison of our proposed
model with the previously evaluated approaches. It is possible
to note that our proposed scheme can significantly improve the
model’s longness (see Figure 13a). For instance, our proposal
provides an average F-Measure throughout 2016 and 2017 of
0.91 without periodic model updates, while the RF classifier
reaches only 0.78 (i.e., an improvement of 0.13). Additionally,
if periodic model updates are performed, our proposed scheme
reaches an average F-Measure of 0.92 throughout the 4 years
of MAWIFlow, while the RF classifier, as an example, provides
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Fig. 13: Comparison of the accuracy performance of the
proposal over time with and without periodic model updates,
run on the entire MAWIFlow dataset.

an average F-Measure of only 0.80. As a result, our proposed
model can provide higher classification accuracies most of the
time (months), improving the average FP rate by up to 8.0%
and the average FN rate by up to 34.6% when compared to
traditional techniques.

D. Limitations and Open Challenges

Network-based intrusion detection through ML techniques
in the literature overlooks the challenges related to the evolv-
ing behavior of network traffic, focusing their research ef-
forts on obtaining higher accuracies, which often is only
achieved with a tradeoff in the model lifespan. The proposed
scheme significantly improved the ML model lifespan, provid-
ing higher accuracy after the training period than traditional
techniques. However, despite the significant improvement in
the average accuracy, the obtained FP and FN rates, due to
the huge amount of network traffic, can still pose a significant
challenge for deploying the proposed scheme in production
environments. Several techniques can be used to decrease
the FP or FN rates. For instance, the administrator may
change the classifier operation point to increase the model
update periodicity. She can use an ensemble of classifiers and
correlate the triggered alarms according to the host source, as
each network flow may trigger a corresponding alarm. Thus, a
single attack may generate thousands of alarms, e.g., network-
based denial-of-service.

VII. CONCLUSION

Novel approaches for intrusion detection through machine
learning techniques have been extensively proposed in the
scientific literature recently, while only a few were deployed
in production. We showed in the paper that researchers incor-
rectly adopt traditional machine learning assumptions in the
intrusion detection domain, such as assuming a static behavior
of network traffic.

This paper proposed evolving these intrusion detection
assumptions regarding network traffic behavior. To the best
of our knowledge, the proposal is the first to build a dataset
that evaluates intrusion detection schemes’ reliability over
time. Nonetheless, we proposed a novel reinforcement learning
technique for intrusion detection with longer model lifespan,
lower accuracy variation, and more accessible model updates.
The proposed technique provided higher detection accuracy
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even when no model updates occur, and if made, the proposal
significantly further decreases the accuracy variation while
also improving the detection accuracy.

As future works, the researchers are encouraged to use
our built dataset to increase system accuracy while providing
a higher model lifespan. Thus, research conducted in our
dataset should consider the tradeoff between model accuracy,
model lifespan, model update periodicity, and the number of
training samples. The built dataset used throughout this paper’s
experiments is publicly available for download at https://
secplab.ppgia.pucpr.br/reinforcemawiflow.
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