®

Check for
updates

Making the Most of Synthetic Parallel
Texts: Portuguese-Chinese Neural
Machine Translation Enhanced
with Back-Translation

Rodrigo Santos®™) | Joao Silva, and Anténio Branco

NLX—Natural Language and Speech Group, Department of Informatics,
Faculdade de Ciéncias, University of Lisbon, Campo Grande,
1749-016 Lisbon, Portugal
{rsdsantos, jsilva,antonio.branco}@di.fc.ul.pt

Abstract. The generation of synthetic parallel corpora through the
automatic translation of a monolingual text, a process known as back-
translation, is a technique used to augment the amount of parallel data
available for training Machine Translation systems and is known to
improve translation quality and thus mitigate the lack of data for under-
resourced language pairs. It is assumed that, when training on synthetic
parallel data, the original monolingual data should be used at the target
side and its translation at the source side, an assumption to be assessed.
The contributions of this paper are twofold. We investigate the via-
bility of using synthetic data to improve Neural Machine Translation
for Portuguese-Chinese, an under-resourced pair of languages for which
back-translation has yet to demonstrate its suitability. Besides, we seek
to fill another gap in the literature by experimenting with synthetic data
not only at the source side but also, alternatively, at the target side.
While demonstrating that, when appropriately applied, back-translation
can enhance Portuguese-Chinese Neural Machine Translation, the results
reported in this paper also confirm the current assumption that using the
original monolingual data at the source side outperforms using them at
the target side.

Keywords: Neural Machine Translation + Synthetic parallel texts -
Back-translation - Portuguese - Chinese - Under-resourced translation
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1 Introduction

Neural Machine Translation (NMT) is known for its good performance and flu-
ent output, but also for requiring large quantities of parallel data to unfold its
potential in terms of delivering quality translations. Most of the current research
and existing language resources concern the English language, leaving the vast
majority of the other language pairs understudied and with relatively little to no
data available for NMT engines to be developed. Portuguese-Chinese (PT-zH) is
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the language pair being addressed in this study, and it has very little resources
available [4], which is somehow disconcerting, especially when one considers the
large number of speakers of either language.!

Creating synthetic parallel corpora from monolingual data has been used
with favorable results as a valid option to overcome the lack of resources in MT
for under-resourced language pairs, as monolingual data is much more readily
available and in much greater quantity than parallel data [22]. A common tech-
nique to achieve this is known as back-translation, through which a monolingual
text is automatically translated by an existing seed MT system, giving rise to
synthetic parallel data, where each sentence s, from the original monolingual
corpus is paired up with its (synthetic) translation s,,:. This parallel corpus can
then be used to train further MT systems in both directions, either with s, as
source and s+ as target, or with s, as target and s,,; as source.

This paper addresses the viability of improving NMT for PT-ZH, a language
pair under-resourced for MT, with synthetic parallel texts. This work studies
which translation direction benefits the most from using the synthetic data.
That is, it compares (i.i) synthetic target: using the generated synthetic data
Sm¢ on the target side and the original monolingual data s, on the source side,
with (i.il) synthetic source: doing it the other way around, where the generated
synthetic data s,,; is used on the source side and the original monolingual data
S, is used on the target side.

This paper also assesses the impact of progressively increasing the amount
of synthetic training data through back-translating monolingual texts. Thus, on
the one hand, experiments (i.i) and (i.ii) are undertaken for a range of synthetic
data sets of increasing sizes, all generated with the same seed MT engine. On
the other hand, the results of those experiments are compared with (ii) boot-
strapping, where a succession of NMT models are trained with a succession of
back-translated data of increasing size such that a given model is trained with
the synthetic data created with the NMT model trained in the previous stage.

To create the synthetic data, we opted for using Chinese monolingual texts
and (machine) translating them into Portuguese given that the quality of the
Chinese text is secured by its publishing source and the level of quality of the
Portuguese text outcome can be assessed by the authors of this paper, native
speakers of Portuguese.

The experiments and their results presented in this paper demonstrate
that back-translation can enhance Portuguese-Chinese NMT. They also deliver
important lessons, namely lending credence to the assumption that the synthetic
source approach, which has been used in the literature, outperforms the synthetic
target approach; and that by resorting to a single, initial seed MT engine to gen-
erate the synthetic data, both synthetic source and target approaches outperform
the bootstrapping approach, which is based on a succession of MT models suc-
cessively retrained on the synthetic data generated by the models of the previous
stages.

! Data fromethnologue.com ranks Chinese as the language with the most speakers
among the approximately 7,000 languages in the world, and Portuguese as the sixth.
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The remainder of the paper is organized as follows. Section 2 presents pre-
vious work in the literature that is more closely related to the present paper.
In Sect. 3, a short overview is provided, of Transformer, the NMT architecture
used throughout the experiment reported here. Section4 describes the experi-
ments that were performed as well as the data sets that were used and Sect. 5
presents the results of the experiments. Finally, Sect.6 closes the paper, with
the discussion of the results and conclusions.

2 Related Work

Back-translation was initially used to create synthetic parallel data in the context
of Statistical MT, with encouraging results [22]. Since then it has also been
successfully applied to NMT [17] and is now a common practice among the most
recent work in the field.?

Research on back-translation has addressed several issues, such as (i) explor-
ing methods for picking the sentences that form the synthetic corpus [8]; (ii) test-
ing ways to improve the quality of the obtained corpus by applying to it some
filtering [10]; and (iii) assessing the impact on performance of varying the ratio
of real to synthetic data in the training set [15].

Other studies have attempted an iterative approach where a system trained
on synthetic data is used create an additional batch of synthetic data, which is
then added to the training set and used to train a presumably better system
that will be used to back-translate even more data, iteratively building towards
MT systems and parallel data of higher quality [9,23].

Regarding the language pair in the current study, it is worth noting that there
is little research on parallel texts [6,13] and on NMT [16] for PT-zH reported in
the literature and, to the best of our knowledge, there is no published research
results on applying back-translation to this language pair.

Also of note is that papers that resort to back-translation use the translated
text as source and the original text as target, under the assumption that the
model will be able to produce better translations if the original non-synthetic
data, which are of presumably good quality, are the target that the system
will aim to produce, instead of trying to learn to translate when the target
is formed by the output of an MT system since these are presumably noisy
synthetic sentences. However, there is not much research either for or against
this assumption.

3 NMT Architecture

When using machine translation, it is necessary to process sequences of arbitrary
length. To allow NMT to cope with input of variable length, the by now familiar
encoder-decoder sequence-to-sequence architecture was proposed [19], where an

2 In the most recent Conference on Machine Translation (WMT’19), nearly two-thirds
of the participating systems used back-translation in some way [2].
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encoder module, formed by recurrent units, takes the input sentence, one token
at each time step, and encodes it into a vector of fixed size. Then, a decoder
module, also formed by recurrent units, takes this vector and decodes it, one
token at each time step, to produce a target translation.

This architecture achieved good results but still suffered from a major draw-
back, namely that it forces the encoder to encapsulate the representation of the
whole source sentence information into a single vector of fixed size. This bot-
tleneck was overcome by the so-called attention mechanism [1,12], which allows
the decoder to access all encoder states, from all time steps, combining them
through a weighted sum, thus releasing the encoder from the burden of having
to encode the whole sentence in a single vector.

The mechanism of attention has been further exploited by the Transformer
model [21], which discards all recurrent units and replaces them with the atten-
tion mechanism, resulting in an architecture that has better performance and
faster training times. Given this, the Transformer has become the state of the
art for NMT and is the architecture used throughout the experiments reported
in this paper. In this Section we provide a short overview of Transformer, and
refer the interested reader to [21] for more details.

When training, the input to Transformer are the sequences of embeddings
of the words in the source and target sentences. However, since the model lacks
recurrent units to implicitly track word position in the sentence, this information
is explicitly integrated by adding positional embeddings. The input sequences are
then fed to the encoder and decoder stacks, which use multi-head self-attention
on their inputs, concatenate the output of each head and run the result through
a dense layer. On the decoder side, the inputs are masked to block the leakage of
future information. For each decoder layer, an additional multi-head attention
layer assigns different weights to every encoder state in an averaged sum, similar
to the original attention mechanism. Finally, the output of the decoder stack
is passed to a softmax that produces a probability distribution over the target
vocabulary, and the word with the highest probability is predicted by the model.
This is repeated until the target sentence is fully predicted.

4 Experimental Setup

4.1 Seed Corpus and MT System

To obtain a synthetic parallel corpus, one needs a monolingual corpus and a seed
MT system with which to back-translate it.

Seed Corpus and MT System. We use the Transformer [21] NMT architecture
throughout this work as it is the current state of the art, resorting to the imple-
mentation in the Marian framework [11]. The various models trained here follow
the setup from the base model described in [21], with 6 encoder and decoder
layers, 8 attention heads, and an embedding size of 512. To obtain the seed MT
system, Transformer was trained on the UM-PCorpus [6], a PT-ZH parallel cor-
pus with around 1 million sentences from five domains, namely news, technology,
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law, subtitles, and general.> The UM-PCorpus further serves as the seed corpus
inasmuch as the various back-translated corpora will be added to it.

Test Corpus. Throughout this work, we use the first 1,000 sentences of the corpus
News Commentary 11 [20] as the test set (NC11). This corpus is similar to the
“newstest” test set used for evaluation in most published research on NMT, and
is composed of well curated, high quality translations from the news domain.

Seed System Performance. The seed system scores 13.38 BLEU for the zH — PT
direction and 10.72 BLEU for the PT — ZH direction when evaluated on NC11.
These scores are in line with the best results obtained in the literature [16], and
will serve as the baseline for the experiments in the present paper.

Monolingual Corpus for Back-Translation. As the monolingual input used to
generate the synthetic parallel corpora, we resorted to 6 million Chinese sen-
tences from MultiUN [20], a corpus composed of documents of the United
Nations.

Text Pre-processing. Every corpus is pre-processed either with the Moses tok-
enizer,* for Portuguese text, or with the Jieba segmentation tool,” for Chinese
text. Vocabularies with 32,000 sub-word units [18] are learned separately® for
both languages of the seed corpus.

4.2 Experiments

Having established a seed corpus and MT system, a test set and a monolingual
corpus to back-translate, the following three experiments were undertaken.

Synthetic Source. The approach to training a system on back-translated data
commonly found in the literature consists of using the original monolingual cor-
pus on the target side and the synthetic data (obtained by translating the original
data) on the source side. This is an option adopted in our experiments as well.

Additionally, given that it is important to monitor the impact of progressively
increasing the amount of back-translated data in relation to the seed parallel
data, we created three sub-corpora of the synthetic parallel corpus: one with
the first 1 million sentences, another with the first 3 million sentences, and yet
another with the full 6 million sentences. Each one of these sub-corpora was
added in turn to the seed parallel corpus of 1 million sentences and used to train
three NMT systems for PT — ZH, which are different from the seed system. Each
one of these three systems is trained on a different amount of data and a different

3 The developers of UM-PCorpus also released an additional set of 5,000 sentence
pairs (1,000 pairs from each domain) that we used for development purposes.

* We use the implementation from https://github.com/alvations/sacremoses.

5 You may find Jieba at https://github.com/fxsjy/jieba.

5 We use the implementation from https://github.com/rsennrich/subword-nmt.
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ratio of parallel to synthetic data, namely S7.;, trained on 2 million sentences
(1:1 ratio); S5.5, trained on 4 million sentences (1:3 ratio); and S%.q, trained on
7 million sentences (1:6 ratio).

Synthetic Target. The case against using synthetic data on the target side
comes from the expectation that the new model would aim at producing transla-
tions that are noisier, and thus of less quality, than the seed system. However, it
is also possible that the eventual negative effect of an increased number of noisy
sentences on the target side during training is canceled or even reverted by an
increase in the grammatical diversity of those same sentences. And that perfor-
mance may nevertheless happen to get improved more with synthetic sentences
added to the target side, than with them added to the source side.

The back-translated corpus is used to obtain the same three sub-corpora
used in the approach described above, with 1 million, 3 million, and 6 million
sentences, and each is added in turn to the seed 1 million parallel corpus. The
resulting extended corpora are used to train three new MT systems, namely S,
on 2 million sentences (1:1 ratio), St.; on 4 million sentences (1:3 ratio) and S 4
on 7 million sentences (1:6 ratio), but now in the ZH — PT direction.

Bootstrapping. The quality of a synthetic corpus is better when the quality
of the MT system used to do the back-translation is also better. Since adding
synthetic parallel data to the training set should allow creating a better MT
system, this suggests that a bootstrapping approach may yield good results. In
this approach, an initial portion of synthetic parallel data is used to augment the
seed corpus and the resulting, larger data is used to train a second MT system.
This system is then used to generate more synthetic parallel data, of presumably
better quality than that produced from the seed system in the previous stage.
This synthetic data, generated with this second MT system, is used to augment
the seed parallel corpus and the result used to train a third MT system. And so
on, with similar bootstrapping steps being iterated for larger portions of data.
In this experiment, we take the seed model for the zH — PT direction and
use it to create a synthetic parallel corpus with 1 million sentence pairs, which
is added to the seed corpus and used to train a new MT system for zi — PT.”
Note that, up to this point, the result is the same as the S%.; system trained on
2 million sentence pairs with synthetic data on the target side, described above.
However, in this experiment, this St.; system is used to back-translate 2 mil-
lion new sentences which are added to the training data, for a total of 4 million
sentence pairs, of which 1 million are from the original seed parallel corpus,
1 million from back-translation with the seed system, and 2 million from back-
translation with S?.;. This corpus of 4 million pairs is used to train a new system,
S%.1.9, which is then used to back-translate 3 million new sentences. These new

" Given the direction zH — PT provided superior results than the direction PT —
ZH in the two non-bootstrapping experiments (as reported in detail in Sect.5), the
direction ZH — PT was the one focused on in the bootstrapping approach.
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synthetic parallel sentences are added to the training data, which is used to train
yet another model, S%.,.5.5. This last model was trained on a total of 7 million
sentences, of which 1 million are from the original seed parallel corpus, 1 million
from back-translation with the seed system, 2 million from back-translation with
St.1, and 3 million from back-translation with S%.;.,.

Table 1. BLEU scores (higher values are better)

Approach Parallel corpus

Seed | 1:1 1:3 1:6
Synthetic on target side | 13.38|14.04 |14.12|13.39
Bootstrap (target side) |13.38|14.04 | 13.59 |11.46
Synthetic on source side | 10.72|11.45 | 11.84 | 11.59

5 Results

This Section describes the evaluation results obtained for the experiments under-
taken.

Following common practice in the literature, the evaluation of MT performance
resorts to the BLEU metric [14], here implemented by the multi-bleu.perl script,
part of the Moses® toolkit. The performance scores for the different experiments
are in Table 1.

Results for Synthetic Source. The bottom line of Table 1 displays the per-
formance scores obtained by incorporating the original monolingual corpus on
the target side and the back-translated synthetic data on the source side and
training PT — ZH models on this data.

The pT — ZH seed model, which uses no synthetic data, gets 10.72 BLEU
points. Every other data point on that table line achieves a score higher than this
seed model, with the largest score belonging to the S{.; model, with 3 million
additional synthetic sentence pairs (a ratio of 1:3 of parallel to synthetic data).
However, while the trend of increasing BLEU scores, and thus of better trans-
lation performance, is visible up to the 3 million sentence data set, translation
quality degrades when one adds 6 million synthetic sentences.

The decrease in quality is probably linked to the increase in the ratio of
the synthetic parallel data to the original parallel data. Whereas until this data
point the addition of noisier data was overcome by the increase of diversity in the
training set, with a 1:6 ratio of real to synthetic data the translation quality starts
to decrease, with the noise in the synthetic sentences hurting performance.’

8 https://www.statmt.org/moses,/.
9 In future work, further experimentation with introduction of noisy sentences could
be explored by resorting to text generated by grammars [3,5,7].
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Results for Synthetic Target. The first line of Table 1, in turn, shows the
scores when the synthetic data is used in the target side for training zH — PT
models. We see improvements in BLEU up to a 1:3 ratio, from the 13.38 points
of the seed zH — PT model to 14.12 points of the S%.; model.

Once again, the St.; model, trained on 6 million synthetic sentences, shows
a decrease in quality when compared with the previous data point (S%.5) and is
only 0.01 BLEU points above the corresponding seed model, confirming what
had been observed in the previous experiment, that a 1:6 ratio of original parallel
data to synthetic parallel data starts to hurt translation performance.

Results for Bootstrapping. For the bootstrapping approach, whose scores
are displayed in the second line of Table1, one only sees an improvement in
the first iteration, with the S%., model (which is identical to the model in the
synthetic target approach). In the subsequent stages, the performance decreases
and the last iteration originates the only model (S?...4) that is worse than its
corresponding seed model, at 1.42 BLEU points below that starting point.

This experimental result seems to indicate that a rapid decrease in quality
occurs, which may be a sign that back-translation is performed by increasingly
worse models. A model trained on low-quality data will generate a low-quality
synthetic parallel corpus, which when used to trained yet another model will only
exacerbate the problem, with the initial positive increase (with the Si.; model)
apparently not having the strength to generate synthetic data that leverages the
performance of the systems in the subsequent stages.

6 Discussion and Conclusions

In this paper, we report on research concerning the viability of improving NMT
for the language pair PT-ZH by (progressively) increasing the amount of training
data through the back-translation of monolingual Chinese texts.

We experimented with different approaches concerning how to resort to syn-
thetic data, with the results obtained having experimentally demonstrated that:
(i) back-translation improves NMT performance for PT-ZH, with every app-
roach experimented with surpassing the seed system to some degree; (ii) cre-
ating extended parallel texts by having the original monolingual data on the
target side and the generated synthetic translations on the source side provide
for the best performance improvements, strengthening this previously untested
assumption found in the literature; (iii) bootstrapped NMT engines with recur-
rent back-translation deliver worse performance than progressive engines that
rely on back-translation of increasingly larger data sets by a single seed engine;
and (iv) progressive back-translation enters a decaying slope after reaching a
peak of performance, rather than maintaining a steady increase: this adds to the
literature on back-translation, where it is usually assumed that more synthetic
data leads to better or similar MT performance.
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This last aspect raises an important question.

While most literature points towards a steady increase in performance until
reaching a plateau, the current work contradicts them by finding a drop in
quality beyond a certain point of added synthetic data. Further studies on
back-translation should focus on whether this behavior is found only for under-
resourced languages, or even just for this language pair; and if other languages
pairs used in other studies have a different tipping point, reached only at even
larger quantities of synthetic data.
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